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Q: What do you do when to want 
to run computations on a cluster?

A: you write a submission script 
and submit it to the scheduler 

(e.g. Slurm)



  

myprog

mydata1

res.txt



  



  

Q: What if ...

A: you need to think “workflows”



  

Workflows
 exist in business, healthcare, administration, science, etc.

“A workflow is a precise description of a scientific procedure — a multi-step 
process to coordinate multiple tasks, acting like a sophisticated script”

 also exist in IT operations, machine learning, Internet of Things, etc.

P. Romano, “Automation of in-silico data analysis processes through workflow 
management systems,” Brief Bioinform, vol. 9, no. 1, pp. 57–68, Jan. 2008



  

Workflows

 a list of tasks or operations (the “work”)
 a set of dependencies between tasks (the “flow”)
 but also 

• a set of data sources
• computational resources
• scientific software

software
data

result

computational 
resources



  

Workflows by hand...

 error prone
 cumbersome
 complex to share
 difficult to track provenance



  

Workflow management systems

 Compute dependencies and organise work
 Submit jobs to the scheduler
 Generate job descriptions (templating, sweeping, etc.)
 Install scientific software
 Monitor jobs and recover from failures, fault detection, “smart” reruns
 Data handling: mapping, referencing, movement, streaming, and staging
 Log processes and data provenance tracking
 Enable sharing of data, results, workflows, with security and monitoring of access policies. 
 Provide performance analysis and prediction

can do some (or all) of the following:



  

An example you already know of...

https://www.gnu.org/software/make/manual/html_node/Simple-Makefile.html



  

GNU Make 
can do some (or all) of the following:

 Compute dependencies and organise work
 Submit jobs to the scheduler
 Generate job descriptions (templating, sweeping, etc.)
 Install scientific software
 Monitor jobs and recover from failures, fault detection, “smart” reruns
 Data handling: mapping, referencing, movement, streaming, and staging
 Log processes and data provenance tracking
 Enable sharing of data, results, workflows, with security and monitoring of access policies. 
 Provide performance analysis and prediction



  

Actually, with a little trick...

http://plindenbaum.blogspot.com/2014/09/parallelizing-gnu-make-4-in-slurm.html



  

GNU Make 
can do some (or all) of the following:

 Compute dependencies and organise work
 Submit jobs to the scheduler
 Generate job descriptions (templating, sweeping, etc.)
 Install scientific software
 Monitor jobs and recover from failures, fault detection, “smart” reruns
 Data handling: mapping, referencing, movement, streaming, and staging
 Log processes and data provenance tracking
 Enable sharing of data, results, workflows, with security and monitoring of access policies. 
 Provide performance analysis and prediction



  

Workflow management systems
 error prone   safe

 cumbersome   convenient

 complex easy to share

 difficult simple to track provenance

“The main goals of scientific workflows, then, are (i) to save “human cycles” by enabling scientists to focus on 
domain-specific (science) aspects of their work, rather than dealing with complex data management and 
software issues; and (ii) to save machine cycles by optimizing workflow execution on available resources.”

G.  Scherp, W. Hasselbring Towards a model-driven transformation framework for 
scientific workflows 2010, Procedia Computer Science 1(1):1519-1526



  

Workflow management systems

https://github.com/common-workflow-language/common-workflow-language/wiki/Existing-Workflow-systems

An “incomplete” list ...



  

Workflow management systems

https://github.com/common-workflow-language/common-workflow-language/wiki/Existing-Workflow-systems

… of 309 entries (!?)



  

Why so many?

Curcin, Vasa & Ghanem, Moustafa. (2009). Scientific workflow systems - Can one size fit all?. 
Cairo Int Biomed Eng Conf. 2008. 1 - 9. 10.1109/CIBEC.2008.4786077. 



  

In this workshop
we will give you an overview of tools

 Relevant to the HPC environments (not cloud, K8s, Hadoop, etc.)

 Standalone  (not language-specific libraries)

 With a simple DSL (no XML or other convoluted language)

 General purpose (not reserved to ‘omics’ for instance)

 Mature, active community, easy to install



  

In this workshop, also,
we will feature 

 a short tutorial on checkpoint/restart
 an introduction to workflows for software development and 

deployment
 user testimonials about more complex/advanced tools
 tips and tricks for simple workflows with basic Linux tools



  

Simple                                                                                                            Powerful

Slurm, GNU tools

Checkpoint/restart

atools

Makeflow

Singularity

CI/CD

Snakemake

Nextflow for bioinformatics

Coral for Earth science

Fireworks for Material science

CI/CD for Fluid dynamics software

CyclicCyclic

Wide

Deep

IT  Ops

User testimonialsTutorials/Demos

Zero install                         Easy install                                                                                                          Need infrastructure
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