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What do | want to cover

® Whatis a
container

>

= Why it can be
interesting for
¢ you!

)

® Demonstration

% = Show that this is
easy to do

Singularity

. ® Singularity:

Container for HPC

= Features

= | imitations

o HPC

= Details on how to
use our setup

2021




Installing/Deploying Software

... AND WE HAVE A
SPECIAL INSURANCE
OVER
$ 100,000,000
FOR THE CASE THAT
SOMETHING
HAPPENS TO JIM

® TJedious/complicated
= For user

THATS A LOT - FO r S)’S-ad min

FOR A CEO

® Dependencies Hell

geek & poke
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CEO?
HE'S THE 6UY
WHO
UNDERSTANDS

OUR BUILD
SCRIPTS

HOW TO BECOME
INVALUABLE

Illustration taken from Kenneth Hoste
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Container Solution

® machine agnostic code
= A (small) OS

= Your code (executable)

= All the dependencies (libraries)

® That can run “everywhere”

— ==
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History of Container

® Docker (2013)

= [solation principle (good for cloud)

® Singularity (2016)
= Designed for HPC

4+ Integrate rather than isolate
+ Design for multi-user machine

4+ Advanced hardware

= Maintained by SyslLab (private company)
e Apptainer (2021/2022)

= Forked from “singularity”

= Part of the linux fondation
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What for?

= reproducibility on any (unix) machine

4+ Nice to send to a collaborator !

= deployment (cloud/laptop/hpc/...)

4+ Nice to distribute the workload

= With a paper
+ Nice for being able to reproduce results

4+ Nice for other scientists

Singularity 6 2021



VM versus container

VM container
® virtualize the kernel ® Reuse the kernel
= Hardware virtualisation = Software virtualisation

Host OS (typ. Linux) Host 0S (typ. Linux)

Hardware

= Flexible = Not multi os
= slow/resource hungry = fast/light

= OK for single app
= Good for HPC

Singularity 7 2021




Performance

® They claim “native” performance

= understand “small” overheard (couple of percent)

= No cpu optimisation

'simple' benchmark (16k) for FFTW 3.3.8 (compiled with GCC 7.3)

70 @ run on Intel Sandy Bridge (AVX)
60 @ run on Intel Haswell (AVX2)
50 .
) 2x speedup by running on newer hardware
S 40
= o
2 30 another 60% spet_e?lup by
" recompiling for system!
20
0 only works in
~.,one direction... |
0 * “‘

built for Intel Sandy Bridge (AVX) built for Intel Haswell (AVX2)

(FFTW 3.3.8 installed in Singularity container)

Plot taken from Kenneth Hoste
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Hardware Optimisation

CPU GPU MPI

& EENEEAEI,

Need generic compilation Special handling to handle GPU No special handling
Specific library at run time But actually needed

No portability here!

https://sylabs.io/guides/3.6/user-guide/mpi.html?highlight=mpi
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Building an image

S sudo

sihgularity build lolcow.simg shub://GodloveD/lolcow

® Singularity Integrity
. File
= Read-only (signed)

= default

® Sandbox --sandbox

= Full directory
= Writable

= Can break
reproducibility

SandBox

—> Root privileges is (most of the time) required
Singularity |0 2022




Remote build
® https://cloud.sylabs.io/home

= Allow remote build (No need to be root on your
machine)

= You can do everything without root privilege
+ No file transfer

¥
Build a Recipe

Please attach build recipe by dragging & dropping, pasting from the

Online clipboard or

1

P singularity]$ singularity build --remote test_remote.sif shub://Godlov
: Remote "default" added.

Authenticating with remote: default
API Key Verified!

From laptop/cluster

Remote "default" now in use.

Starting build.
7 57 MiB / 87.57 MiB 10@ 0% 49.16 MiB/s 1sm@ls
‘ Creating SIF fi

Build complete: , an/iwage 968903817

Singularity
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Recipe file

Bootstrap: library
From: ubuntu:18.04

%srunscript
echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

%spost
apt-get update && apt—-get install -y netcat
NOwW="date"
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Recipe file

Bootstrap: library Based on

From: ubuntu:18.04

%srunscript
echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

%post
apt—-get update && apt—-get install -y netcat
NOwW="date"

Singularity 12 2021




Recipe file

Bootstrap: library Based on
From: ubuntu:18.04

96I"I.II1SCI'Zi.[.')'t What to do
echo "Container was created $NOW"

echo "Arguments received: $x"
exec echo "$@"

%post
apt—-get update && apt—-get install -y netcat
NOwW="date"
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Recipe file

Bootstrap: library Based on
From: ubuntu:18.04

srunscript What to do
echo "Container was created $NOW"

echo "Arguments received: $x"
exec echo "$@"

%post

apt-get update && apt-get install -y netcat How to install
NOW="date"

Singularity 12 2021




Recipe file

Bootstrap: library Based on
From: ubuntu:18.04

srunscript What to do
echo "Container was created $NOW"

echo "Arguments received: $x"
exec echo "$@"

%post

apt-get update && apt-get install -y netcat How to install
NOwW="date"

[vagrant@localhost singularity]$ sudo/singularity build test.simg centos.def

Singularity 12 20



Recipe file

Bootstrap: library
From: ubuntu:18.04

%setup
touch /filel
touch ${SINGULARITY_ROOTFS}/file2

%files
/filel
/filel /opt

%environment
export LISTEN_PORT=12345
export LC_ALL=C

%post
apt-get update && apt-get install -y netcat
NOW="date"
echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript
echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

%Llabels
Author d@sylabs.io
Version v0.0.1

%help

This is a demo container used to illustrate a def file that uses all
supported sections.

Also %test Y%startscript + support for app

Singularity 13 2022



Recipe file

footstrap: Ly How to start (previous container/...)

%setup
touch /filel
touch ${SINGULARITY_ROOTFS}/file2

%files
/filel
/filel /opt

%environment
export LISTEN_PORT=12345
export LC_ALL=C

%post
apt-get update && apt-get install -y netcat
NOW="date"
echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript
echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

%Llabels
Author d@sylabs.io
Version v0.0.1

%help

This is a demo container used to illustrate a def file that uses all
supported sections.

Also %test Y%startscript + support for app

Singularity 13 2022



Recipe file

footstrap: Ly How to start (previous container/...)

%ssetup

touch /filel Command run on the host
touch ${SINGULARITY_ROOTFS}/file2

%files
/filel
/filel /opt

%environment
export LISTEN_PORT=12345
export LC_ALL=C

%post
apt-get update && apt-get install -y netcat
NOW="date"
echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript
echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

%Llabels
Author d@sylabs.io
Version v0.0.1

%help

This is a demo container used to illustrate a def file that uses all
supported sections.

Also %test Y%startscript + support for app

Singularity 13 2022



Recipe file

footstrap: Ly How to start (previous container/...)

%setup
touch /filel Command run on the host

touch ${SINGULARITY_ROOTFS}/file2

%sfiles

/filel Files copy into the container
/filel /opt

%environment
export LISTEN_PORT=12345
export LC_ALL=C

%post
apt-get update && apt-get install -y netcat
NOW="date"
echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript
echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

%Llabels
Author d@sylabs.io
Version v0.0.1

%help

This is a demo container used to illustrate a def file that uses all
supported sections.

Also %test Y%startscript + support for app

Singularity 13 2022



Recipe file

Bootstrap: library

From: Ubuntu:18. 04 How to start (previous container/...)

%setup
touch /filel Command run on the host
touch ${SINGULARITY_ ROOTFS}/file2

%sfiles

/filel Files copy into the container
/filel /opt

%environment

export LISTEN_PORT=12345 Define environment variables
export LC ALL=C

%spost

apt-get update && apt-get install -y netcat
NOW="date"

echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript

echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

%Llabels

Author d@sylabs.io
Version v0.0.1

%help

This is a demo container used to illustrate a def file that uses all
supported sections.

Also %test %startscript + support for app

Singularity 13 2022




Recipe file

footstrap: Ly How to start (previous container/...)

%ssetup

touch /filel Command run on the host
touch ${SINGULARITY_ ROOTFS}/file2

%sfiles

/filel Files copy into the container
/filel /opt

%environment

export LISTEN PORT=12345 Define environment variables
export LC ALL=C

%post
apt-get update && apt-get install -y netcat

NOW="date" Installation of software within the container

echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript
echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

%Llabels
Author d@sylabs.io
Version v0.0.1

%help

This is a demo container used to illustrate a def file that uses all
supported sections.

Also %test %startscript + support for app

Singularity 13 2022



Recipe file

footstrap: Ly How to start (previous container/...)

%ssetup

touch /filel Command run on the host
touch ${SINGULARITY_ ROOTFS}/file2

%sfiles
/filel Files copy into the container
/filel /opt

%environment

export LISTEN PORT=12345 Define environment variables
export LC ALL=C

%post
apt-get update && apt-get install -y netcat

NOW="date" Installation of software within the container
echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript
echo "Container was created $NOW"

echo "Arguments received: $x" Command run via “SingU|arity run”

exec echo "$@"

%Llabels
Author d@sylabs.io
Version v0.0.1

%help
This is a demo container used to illustrate a def file that uses all
supported sections.

Also %test %startscript + support for app

Singularity 13
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Recipe file

footstrap: Ly How to start (previous container/...)

%setup
touch /filel Command run on the host
touch ${SINGULARITY_ ROOTFS}/file2

%sfiles
/filel Files copy into the container
/filel /opt

%environment . . .
export LISTEN_PORT=12345 Define environment variables
export LC ALL=C

%post
apt-get update && apt-get install -y netcat . oy - .
NOV=" date’ ] Installation of software within the container

echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript
echo "Container was created $NOW"
echo "Arguments received: $x"
exec echo "$@"

Command run via “singularity run”

%Llabel . .
i desylabs. io Information about the container

Version v0.0.1

%help
This is a demo container used to illustrate a def file that uses all
supported sections.

Also %test %startscript + support for app

Singularity 13 2022



Recipe file

Bootstrap: library

From: ubumtu:18. 04 How to start (previous container/...)

%ssetup

touch /filel Command run on the host
touch ${SINGULARITY_ ROOTFS}/file2

%sfiles

/filel Files copy into the container
/filel /opt

%environment

export LISTEN PORT=12345 Define environment variables
export LC ALL=C

%post
apt-get update && apt-get install -y netcat

NOW="date" Installation of software within the container
echo "export NOW=\"${NOW}\"" >> $SINGULARITY_ENVIRONMENT

srunscript
echo "Container was created $NOW"

echo "Arguments received: $x" Command run via “SingU|arity run”

exec echo "$@"

%Llabel . .
i desylabs. io Information about the container

Version v0.0.1

%help
This is a demo container used to illustrate a def file that uses all

e e — Help about the container

Also %test %startscript + support for app

Singularity 13 202



Recover recipe file

vagrant@vagrant:~$ singularity inspect --deffile lolcow_latest.sif

BootStrap: library
From: ubuntu:latest

%post
apt-get -y update
apt-get -y 1install fortune cowsay lolcat

%environment
export LC_ALL=C
export PATH=/usr/games:$PATH

%runscript
fortune | cowsay | lolcat

Singularity 14



Run with image

vagrant@®vagrant : ~/tuto2$ singularity exec hello cowsay 'I am a cow’

[ |===-w |
|| ||

Shell/piping works as normal

vagrant@vagrant: ~/tutoZ2$ singularity exec hello cowsay 'I am a cow' > content

vagrant@vagrant : ~/tuto2$ 1s
content GodloveD-lolcow-master-latest.simg hello output Singularity Singularity~

vagrant@vagrant : ~/tuto2$ cat content

< I am a cow >

A A

No(oo)N____
N\ PAVAL

|| ===--w |

I |

® As said before filesystem is the one of the host

vagrant@®vagrant :~/tuto2$ singularity exec hello /bin/touch cowsay_now

vagrant@®vagrant : ~/tutoZ$ 1s
content cowsay_now GodloveD-lolcow-master-latest.simg hello output Singularity Singularity~

vagrant@vagrant :~/tuto2s$ |

Singularity



Run with image

® |mage are executable! (not --sandbox)

= /lolcow:.sif
= Run the “%runscript” part of the definition file!

+ Behave as an app

® Think of putting help/...

%runscript
python /usr/local/bin/helloworld.py $@

%post
echo "Hello from inside the container”
apt-get update

apt-get -y install python
% apt-get clean

%files
helloworld.py /usr/local/bin

Singularity



More on filesystem

® Special directory automatically mounted:
= $HOME, /tmp, /proc, /sys, /dev

® You can create different mount point

= Allow you to specify the path to data/output (specific
to system)

vagrant@vagrant: ~/tutoZ$ singularity run --bind /vagrant:/mnt ./hello.simg -1 cowcay_now -0 /mnt/cowsay_now
This is what happens when you run the container...

vagrant@vagrant : ~/tutol$ I

= File is now written in /vagrant of the VM

* Also possible via environment variable:
= export SINGULARITY_ BINDPATH=/vagrant:/mnt

Singularity |7



Share

® You can store/distribute your singularity image via the singularity cloud

= You can also provide your definition file directly online (easier)

® You need to sign your local container first: Singularity sigh container.sif

vagrant@®vagrant:~$ singularity sign hello.sif
WARNING: Authentication token file not found : Only pulls of public i1mages will succeed
Signing image: hello.sif
No OpenPGP signing keys found, autogenerate? [Y/n] Y
Enter your name (e.g., John Doe) : Olivier Mattelaer
Enter your email address (e.g., john.doe@example.com) : olivier.mattelaer@uclouvain.be
Enter optional comment (e.g., development keys) :
Generating Entity and OpenPGP Key Pair... Done
Enter encryption passphrase :
Upload public key DCA@@6B1BBDC4D31DC6BB442FDIDFD8OE3EECEIC to https://keys.sylabs.10? [Y/n] Y
INFO: Access token 1s expired or missing. To update or obtain a token:
1) Go to : https://cloud.sylabs.10/
2) Click "Sign in to Sylabs” and follow the sign in steps
3) Click on your login 1d (same and updated button as the Sign in one)
4) Select "Access Tokens" from the drop down menu
5) Click the "Manage my API tokens" button from the "Account Management" page
6) Click "Create"
7) Click "Copy token to Clipboard" from the "New API Token" page
8) Paste the token string to the waiting prompt below and then press "Enter”

WARNING: this may overwrite a previous token if ~/.singularity/sylabs-token exists

Paste Token HERE: D

Uploaded key successfully!
Enter key passphrase:
Signature created and applied to hello.sif

Singularity



Share

® You can store/distribute your singularity image via the singularity cloud
= You can also provide your definition file directly online (easier)

® You need to sigh your local container first: Singularity sigh container.sif

® Then you can push it to the cloud: Singularity push container.sif LOCATION
= LOCATION should be library://LOGIN/COLLECTIONS/FILES

vagrant@®vagrant:~$% singularity push hello.sif library://omatt/test/hello.sif

‘ Now uploading hello.sif to the library
81.91 MiB / 81.91 MiB [ == == = ] 100.00% 2.15 MiB/s 38s

® You can now download/run it:

Singularity pull library://omatt/test/hello.sif

* Singularity run library://omatt/test/hello.sif

vagrant@®vagrant:~% singularity run library://omatt/test/hellc. sif
FO: Doanloading lLibrary image
81.91 MiB / 81.91 MiB | | 100.00% 801.39 KiB/s 1mdds

Singularity



library://omatt/test/hello.sif

MPI

https://support.ceci-hpc.be/doc/ contents/UsingSoftwareAndLibraries/Singularity/index.html

® MPI support requires

= That you install the same slurm version as the one on
our cluster

= That you have the same version of mpi on the machine

® So you need matching pieces
v We provide a starting container
= Correct version of slurm
= For each openmpi version

® You can use such container as
base for your work

https://sylabs.io/guides/3.6/user-guide/mpi.html?highlight=mpi
Singularity 20 2021



https://support.ceci-hpc.be/doc/_contents/UsingSoftwareAndLibraries/Singularity/index.html

MPIl on HPC

® Copy your source code

[singularity]$ scp lemaitre3:/CECI/soft/src/singularity/test.cc .

test.cc 100% 695 443 .9KB/s 09 :00

Create your container (based on the one provided)

ootStrap: library

From: omatt/default/mp1:3.1.1 FrOm iS the image Created for the CECI

¥runscript
/usr/bin/mytest-mpi

%¥files
test.ccC /opt/test-mpl.cC

¥post

echo "Hello from inside the container"
mpi1cc -0 /usr/bin/mytest-mp1 /opt/test-mpi.c

® Copy your container on Im3 and run it

[omatt@1lm3-m@d1 omatt]$ srun -n 4 -p debug,batch bash -c¢ "singularity run -B \SLOCALSCRATCH/:/localscratch ./test.sif

srun: job 68320768 queued and waiting for resources
srun: job 68320768 has been allocated resources
Hello world from processor Im3-w@@l.cluster, rank 0 4 processors
Llo world from processor Im3-w@@l.cluster, rank 1 out of 4 processors
Hello world from processor Im3-w@@l.cluster, rank 2

Hello world from processor Im3-w@@l.cluster, rank 3

[omatt@1m3-md01 omatt]$ ||

4 processors
4 processors

Note the binding path.

Singularity 21
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MPI bind method

® | failed to have it working on lemaitre3...

® |dea:
= Compile your executable on the host

= Move the binary within the singularity file
+ And nothing else
= |ink the host library on the flight

Bootstrap: docker
From: ubuntu:18.04

%files
/tmp/mpitest /opt/mpitest

senvironment

export PATH="$MPI_DIR/bin:$PATH"
export LD_LIBRARY_PATH="$MPI_DIR/1lib:$LD_LIBRARY_PATH"

$ export MPI_DIR="<PATH/T0/HOST/MPI/DIRECTORY>"
$ mpirun -n <NUMBER_OF_RANKS> singularity exec —-bind "$MPI_DIR" <PATH/TO/MY/IMAGE> </PATH/TO/E

https://sylabs.io/guides/3.8/user-guide/mpi.html#bind-model

22 2022
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GPU

® |et’s take a image with require some gpu

$ singularity pull docker://tensorflow/tensorflow: latest-gpu

INFO: Creating SIF file...
INFO: Build complete: tensorflow_latest-gpu.sif

® To link to the GPU, you need to add —nv

$ singularity run --nv tensorflow_latest-gpu.sif

— f —
S A W W A N A S AN VN A A
Y A A A A S VAV A A A A B S Ve Ve |
/] N/ 10/ / \ //_/ -/ /S N S|/

You are running this container as user with ID 1000 and group 1000,
which should map to the ID and group for your user on the Docker host. Great!

Singularity>
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Singularity

Conclusion

® Singularity
= Nice way to share code with colleague

= Portability and reproducibility
® Few command to learn

® Need to be root on machine
= Virtual machine option quite practical

= Remote building exists for recipe files

® Nice to test/deploy your code

= on various (unix) os

= Avoid too many hardware dependence on HPC cluster

24
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