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The climate system is governed by physical principles
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The climate system is governed by physical principles

that must be discretized in time and space
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Climate models

The climate system is governed by physical principles

that must be discretized in time and space

so that it can be numerically simulated
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The climate system is governed by physical principles
that must be discretized in time and space
so that it can be numerically simulated

using supercomputers

BrENIAC (@HPCUGent)
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Climate models and HPC _

The accuracy of a climate model simulation will depend on :
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Climate modelsand HPC |

The accuracy of a climate model simulation will depend on :

» The complexity of the model (components included, numerical
core, ...)

» The spatial and temporal resolutions of the model

» The spatial and temporal scales of the investigated physical
processes

> .

Climate model performance directly depends on the HPC facility
performance
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Currently running on BrENIAC

Simulation with the model NEMO-CCLMZ2-F* over Antarctica :

8 km Ocean (900 s)

75 vertical levels
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Currently running on BrENIAC

Simulation with the model NEMO-CCLMZ2-F* over Antarctica :

Atmosphere (90 s)

6 km

D 8 km Ocean (900 s)

60 levels

75 vertical levels

6 km D

Land (3600 s)

+ sea ice and ice sheet components.

» Huge amount of calculations to be performed.

*Pelletier et al., Geosci. Model Dev., 15, 553-594, 2022 4/11



Currently running on BrENIAC _

Simulation with the model NEMO-CCLMZ2-F* over Antarctica :

Simulated time: 1985 2015 2022
Computer time: day 0 (10/12/2021) day 66
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Currently running on BrENIAC _

Simulation with the model NEMO-CCLMZ2-F* over Antarctica :

Simulated time: 1985 2015 2022
Computer time: day 0 (10/12/2021) day 66

The main HPC-related constraint is the walltime (max 3 days)

Coral allows for chunking an overwhelming large job (460 days)
into a sequence of shorter segments

*Pelletier et al., Geosci. Model Dev., 15, 553-594, 2022 5/11



Home-made tool written in bash and hosted in our private git
plateform, which allows for :

1. Initiating a set of working configuration files
coral init

2. Creating a submission script from the configuration files
coral build

3. Submitting a linear sequence of automatically launched jobs
coral submit

4. Displaying the current status of the simulation
coral status

in a clean and flexible way.
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Submission script
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0 Common skeleton - immutable (79%)
B User-specific configuration (21%)
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Common

skeleton

Bl Job parameters: 18 (1%)

I Experiment parameters: 72 (4%)
M Input data paths: 190 (11%)

B models binaries: 82 (5%)
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Bl Job parameters: 18 (1%)

I Experiment parameters: 72 (4%)
skeleton M Input data paths: 190 (11%)

B models binaries: 82 (5%)

Common

1. coral init
copy the four machine-specific configuration files (from
existing templates) into the submission directory

2. coral build
merge them and append them to the skeleton to create one
submission script
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» Climate model simulations involve massively parallel jobs
» 2 challenges need to be faced when launching a simulation :

1. A huge amount of data and information is required,
making the submission script long and potentially dirty

2. On most supercomputers, the maximum walltime is a
limiting factor

» Coral allows for easily and cleanly setting up an experiment
and for submitting a sequence of automatically launched
jobs, until the end of the simulation is reached

11/11



