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What is
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Without checkpointing: With checkpointing:

Checkpointing:

'saving' a computation 
so that it can be resumed later

(rather than started again)
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Checkpointing

• If the software has 
(even partial) internal 
checkpointing: use it !


• Typically lightweight


• At meaningful time
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Software Hardware
• If software specific is not 

available (or not enough)


• Damp the RAM/... on disk


• Heavy/slow


• Can be done any time

SAVE STATE



  

Why do we need
checkpointing ?

16



Wait Run

Killed

Wall-Time

Wait Run
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Wait CrashCheckpoint

Finish code

Hardware crash
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Today Agenda

• How to checkpoint every iteration.


• Easy just setting the stage


• How to checkpoint on demand.


• Signal


• Every X minutes
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Software

Hardware



Demo #1 
count.py 

Save state at each iteration 
File available at (on any clusters) 

/CECI/proj/training/checkpoint/2024
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2 Using UNIX signals to reduce
overhead : do not save the state at
each iteration -- wait for the signal.
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UNIX processes can receive 'signals' 
from the user, the OS, or another process
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UNIX processes can receive 'signals' 
from the user, the OS, or another process

^C

^Z

^D

fg, bg

kill -9

kill    
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Demo #2 
count-signal.py 

Catch control-C to save state
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3 Use Slurm signaling abilities to
manage checkpoint-able software in
Slurm scripts on the clusters.
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scancel is used to send signals to jobs

scancel -s SIGINT JOBID 
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SS
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Wait Run

Killed

X minuts

Just in time checkpointing
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Wait Run

Killed

X minuts

Just in time checkpointing

Slurm has options for that



SS
--signal=SIGINT@60 
       send signal 60s before the wall-time 
       Signal will be send to the srun command of your script 

--signal=B:SIGINT@120  
       send signal 120s before the wall-time 
       Signal will be send to the slurm submission script 

27

Wait Run

Killed

X minuts

Just in time checkpointing

Slurm has options for that



SS
--signal=SIGINT@60 
       send signal 60s before the wall-time 
       Signal will be send to the srun command of your script 

--signal=B:SIGINT@120  
       send signal 120s before the wall-time 
       Signal will be send to the slurm submission script 

27

Wait Run

Killed

X minuts

Just in time checkpointing

Slurm has options for that

Slurm can auto-requeue



  

Note the --open-mode=append

Note that we need the srun here
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Note the --open-mode=appendAdding requeuing automatically 

Catch the signal (USR1)  
-> send ^C to python script (save state) 
-> re-queue the job

Important here!

Send signal to bash with USR1
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Demo #3 
slurm-signal-3.sh 

Slurm send USR1 between 1 and 2 minutes 
Bash catch the message send Ctrl-c to python 

python: Catch control-C to save state 
Automatic resubmission
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4 Making non restartable software
restartable with DMTCP
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Wait Run

NO code access
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Wait Run

NO code access
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Wait Run

NO code access

32

MPI 
SLURM 

Infiniband



Wait

Actual Run

DMTCP mode
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DMTCP coordinator

Start dmtcp 
Coordinator

$> Module load DMTCP

$> dmtcp_launch XXX



Wait Actual Run

DMTCP mode
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DMTCP coordinator

Start dmtcp 
Coordinator

Mode #1: Snapshot every X second

$> Module load DMTCP

$> dmtcp_launch XXXX 

$> dmtcp_command --bcheckpoint 



Wait Actual Run

DMTCP mode
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DMTCP coordinator

Start dmtcp 
Coordinator
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Wait Actual Run

DMTCP mode

34

DMTCP coordinator

Start dmtcp 
Coordinator

Mode #1: Snapshot every X second

$> Module load DMTCP

$> dmtcp_launch XXXX 

$> dmtcp_command --bcheckpoint 

$> ./dmtcp_restart_script.sh 



Apply it for Slurm

Lemaitre4 specific!

start coordinator 
Snapshot every 10s

Normal job with 
decorator
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Resubmit

start coordinator

Script created by 
previous run



Let’s combine 
everything

Use DMTCP with periodic check

 add an additional checkpoint before wall time


Auto resubmit
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Solution
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Checkpoint at walltime
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Periodic checkpoint
Checkpoint at walltime

Auto-resubmit



Demo #4 
slurm_dmtcp_solution.sub 
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Summary,
Wrap-up and
Conclusions.

damien.francois@uclouvain.be
UCL/CISM

October 2014
CISM/CÉCI training session
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Never click 'Discard' again...
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