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We, the CECI administrators, are a small team

15 and rawette



@ Our goals:

e @ provide as much uptime as possible for the CECI infrastructure
o ' accommodate a wide spectrum of workload types
e B maximize resource (CPUs, GPUs, memory) utilization

e (©) minimize turnaround for your jobs



How can you help us?

¥ ! Please spread the word:

1. play along with others
2. prepare your interactions with us

3. be demanding with yourself



play along with others



Know the rules

the rules of your university
the rules of the university hosting the cluster you are using
the rules of CECI: https://www.ceci-hpc.be/fag.html#2.5

do not harm security
o do not share secrets

o do not give access to the clusters to others

The rules exist so that everyone's data are safe and secure


https://www.ceci-hpc.be/faq.html#2.5

Be cooperative

e agree to be registered to mailing lists for announcements related to the infrastructure
or events we organise (a dozen email per year) and read the emails

e participate in the CECI user days, take the surveys

 acknowledge the CECI and other providers in your publications that use their
infrastructure: https://www.ceci-hpc.be/fag.html#2.4

All this is important when requesting funding for the clusters


https://www.ceci-hpc.be/faq.html#2.4

“= Do not game the system

e when we enforce something on users it is always to ensure fairness among users
e more constrains hinders performances and harms complex workflows

o stalking other users does not help; their science is as important as yours

“= Loss of trust ultimately results in loss of resources



Be thoughtful of others

avoid problem-generating workflows:

e Running anything CPU- or memory-intensive on the login node
e Submitting large amounts of jobs or large jobs without testing at a smaller scale first

o Performing excessive |/O on a global filesystem rather than on a local filesystem

Leaving typos in the email options

Leaving data on the scratch for ever

e Under-using allocated resources

More info: https://support.ceci-hpc.be/doc/_contents/QuickStart/ProblemGeneratingWorkflows/index.html
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prepare your interactions with us
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= 1. Start with your due diligence.
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& 1. Start with your due diligence.

ole ceci-hpc.be G e
@ ceo

Trai Status  Support  Contact

Status

Nic5 @ @ | Dragon2 @ | Lemaitre4 @

Common storage (@) | Login management page (@)

Current issues

None. If you notice something wrong, please notify us.
Future events

Past events
¥ 2025-04-14 Common storage: The Common storage has been migrated to the new infrastructure. Details here.

¥ % 2025-02-04 NIC5: Unplanned service outage occured around 10:30. Running jobs have been requeued.

% % 2025-02-02 L i : The global fil tem is experiencing instabilities with recurrent crashes of the services. Many nodes
must be restarted periodically. We are investigating the issue. UPDATE: we have restarted the whole cluster and checked everything.
We are monitoring the operations this afternoon and will move to green tomorrow morning if no further error is seen. Many jobs have
been cancelled. We are sorry for the inconvenience.

% % 2024-09-21 NIC5: At 3:47 AM, the master node of NIC5, along with all services running on it (including the Slurm controller),
experienced a failure. Normal operations were restored by 7:00 AM. No impact of this outage has been observed on active jobs.

! 2024-09-01 Lemaitre3 Deactivation of the full system, which will become completely unavailable.

¥ % 2024-08-08 Dragon2: Due to unforeseen problems during the Dragon 2 maintenance, Dragon2 is currently in a degraded state.
The cluster is up and you can submit jobs, with precautions explained in an email associated with the event.

1 2024-07-29 / 2024-08-05 Dragon1/2 Maintenance week with cleaning of global scratches.
¥12024-07-01 Lemaitre3 Cleaning of the global scratch, deactivation of slurm, and freezing of the home directories (read-only).
¥l 2024-07-01 Lemaitre4 Some short disruptions of services to be expected from time to time during the maintenance week.

% v 2024-06-24 07:00 NIC5: Start of the urgent unplanned maintenance, NIC5 unavailable untill 13:00. Due to network problems
perturbing the acces to /home or /CECI on some compute nodes, we have to drain the cluster during the w-e to have it empty of

& Create/Manage Account
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https://www.ceci-hpc.be/status.html

% 2.Use the correct channel

Mo g JLH N Su pport ‘oni & Cresta/Manage Account

C E C I Consortium des Equipements de Calcul Intensif

About

CEC! in the "Consortium des Equipements de Cakul Intensi’; a

consortium  of  high-performance  computing  conters  of
UCLouvaln, ULB, ULkkge, UMons, and UNamur, The CECI is
supparted by the FR.S-FNRS and the Walloon Regeon. Read

fs 4

Quick links

+ Connecting from a Windows computer

« Connecting from a UND{Linux or MacOS computer
o Shurm tutonial and quick start

» Shurn Fraquently Asked Ouestions

» Tior-1 Zenobe quickstar

» Submission Soript Ganeration Wizard

Videos of the training sessions

The irsining sessions Youlube channel is now ready.
Do mot hesitate 1o have & look at the videos of the raining sessions.

Latest News

THURBDAY, 07 APREL 20F7
First call for the Belgian fraction of LUMI compute time

T first call for the Belglan fraction of the LUMI compute time is now open. You have wtil Aprl, 22 (11:50 pm) to

submit a proposal for & regular (up to 10 milllon CPU come hours) or preparsdony (up o 500 000 CPU come hours)
mcoess. All the delails are available on the Balglan LUMI webpage.

THURSOAY, 03 FEBRUARY 2003

Workshop: managing workflow on HPC clusters

Thanks to a joint organization between CECI and VSC, we organize & PRACE workshop on managing workliow on
HPC clusters that will take place on the 15 and 18 of February, 2022, During this workshop, you will discover tools
o manage muliiple tasks and jobs, how 1o siomate packaging and deploying software, and some example from
different ressarch groups.

WEDNESDAY, 17 NOVEMBER 2031

Sacial media of the CECI

Two social media accounts are now available: @ceci_hpe on Twitter, and cecihpe on Linkedin. Fesl fee 1o
subscribe 1o thoss accounts on your favorite social media, share the posts and mention the accounts whan it is
elevant.

WEDNESDAY, 10 NOVEMBER 2021
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B 3. State the general goal
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g 4. Provide all important information ("five W")

o & Who: what is your login?

« @ What: what job ID, what file, what modules?
o =iz Where: which cluster, which directory?

« O When: on which date, at what time?

e (® Why: what is the problem?
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“* 5. Give the exact error (copy/paste from terminal)
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Final remarks

e the sooner we hear about a problem the sooner we can work on it

one problem per request makes it easier to work in parallel

e reporting that a suggested solution does work helps to organise knowledge

user requests are prioritized based on the severity of the problem

More info: https://www.ceci-hpc.be/helpushelpyou.html

18


https://www.ceci-hpc.be/helpushelpyou.html

be demanding with yourself

8 @ X



Learn the basics before you use the clusters

« () Basics of Operating systems
e [ Basics of Text user interfaces and the Terminal

« %X Basics of Programming

https://www.linux.com/what-is-linux/
https://frontend.turing.edu/lessons/module-1/getting-around-in-the-terminal.html
https://www.makeuseof.com/tag/a-beginners-guide-to-the-windows-command-line/
https://www.geeksforgeeks.org/basics-of-computer-programming-for-beginners/
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Attend the training sessions

“. Lot of fun! https://www.ceci-hpc.be/training.html

Read the doc

LJ https://support.ceci-hpc.be/doc/
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Help us help you:

please spread the word

® We thank you in advance 1 &)




