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What is a container?

• A package that include 

➡ Your application 

➡ The dependencies of your application

➡ A (small) os (unix)

• Allow 

➡ reproducibility on any (unix) machine

➡ Easy deployment on various architecture (cloud/laptop/hpc/…)

➡ Publish a paper and link it to a container (with input data) such that 
others can easily reproduce your results.

• Technically:

➡ Code that isolate a code from the rest of the system

✦ Using namespace/cgroup/…



CECI training: Singularity 28/10/2018

VM versus container

• virtualize the kernel
➡ Hardware virtualisation
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VM container

• Reuse the kernel
➡ Software virtualisation

➡ Flexible
➡ slow/ressource hungry

➡ Not multi os (linux only)
➡ fast/light

➡ OK for single app
➡ Good for HPC
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HPC Container
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Install Singularity

• This is linux only. 
➡ If you are on mac/windows you need to have a virtual 

machine
✦ Easiest way install the one configure by singularity author

• https://singularity.lbl.gov/install-mac

• https://singularity.lbl.gov/install-windows

✦ Or install Ubuntu on a VM and follow unix instruction

➡ On linux:
✦ https://singularity.lbl.gov/install-linux
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https://singularity.lbl.gov/install-mac
https://singularity.lbl.gov/install-windows
https://singularity.lbl.gov/install-linux
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Workflow

• Build 

• Test

• Share

• Run
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Building an image
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• squashfs:  
➡ Read-only
➡ Production
➡ default

• Ext3 --writable:
➡ Writable image
➡ Single file

• Sandbox --sandbox
➡ Full directory
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Testing and Modifying image

• You can check that it has is own os:

• If running without sudo
➡ Can not become root in the image

• Running shell breaks reproducibility
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• Test:

• Allow to create an image step by step and keep a 
script with all modification
➡ What if we want something more powerful
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Testing and Modifying image (II)
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Recipe file

• Other keywords:
➡ files
➡ setup (code running on the host)
➡ labels
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➡ help
➡ test
➡ apps
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Recover recipe file
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Update image with recipe/inspect

• Inspect command can also show you label/info
➡ Let’s update our recipe with some label
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%labels
   author Olivier Mattelaer

• We do not have to re-run the full build!

• You can check the --deffile has been updated
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Run with image

• As said before filesystem is the one of the host
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• Shell/piping works as normal
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Run with image

• Image are executable! (not --sandbox)
➡ ./lolcow.simg
➡ Run the “%runscript” part of the definition file!

✦ Behave as an app

• Think of putting help/…
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More on filesystem

• Special directory automatically mounted:
➡ $HOME, /tmp, /proc, /sys, /dev

• You can create different mount point
➡ Allow you to specify the path to data/output (specific 

to system)

 15

➡ File is now written in /vagrant of the VM
➡ This file is a local directory of my MAC!  

• Also possible via environment variable:
➡ export SINGULARITY_BINDPATH=/vagrant:/mnt
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Share

• You can share your image via singularity hub.

➡ You can even build them on that platform

• Create a git repo

• Go to singularity hub -> connect to your git account 

• Link your project and include recipe (Singularity.tag)

➡ Wait they create the image
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• You can share it:

• Singularity run shub://ownwer/collection:tag

• Singularity pull to download an image (no need of sudo)

shub://ownwer/collection:tag
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MPI

• The network is shared between the host and the 
container
➡ In principle MPI should not be an issue for container
➡ In practise, you have to have the same library within 

the container / cluster breaking the portability.
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Hands-on Session

• Follow the tutorial at the following page:
➡ https://github.com/oliviermattelaer/Singularity-Tutorial

• Goodies to WIN !!!
➡ Ask question to win one.
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https://github.com/oliviermattelaer/Singularity-Tutorial
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Conclusion

• Singularity
➡ Nice way to share code with colleague 
➡ Portability and reproducibility

• Few command to learn 
➡ But not that complicated!

• Need to be root on machine
➡ Ok that’s annoying…

✦ We plan to offer (virtual) machine dedicated to the image 
building where you will be allowed to run

✦ Sudo singularity
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