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What do I want to cover
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• What is a 
container
➡ Why it can be 

interesting for 
you?

• Singularity: 
Container for HPC
➡ Features 
➡ Limitations

• Tutorial
➡ Show that this is 

easy to do

• HPC
➡ Details on how to 

use our setup
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Installing Software

• Tedious/complicated
➡ For user
➡ For sys-admin

• Dependencies Hell
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Installation of scientific software is a tremendous 
problem for HPC sites all around the world.  

• ideally built from source (performance is key!) 

• tedious, time-consuming, frustrating, 
sometimes simply not worth the (manual) effort... 

• huge burden on researchers & HPC support teams 

- over 25% of support tickets at HPC-UGent, 
but consumes way more than 1/4th of support time... 

• very little collaboration among HPC sites (until recently)
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Getting scientific software installed

!5

Dependency hell in scientific software

!12

clearcut

ictce

Java

SourceTracker

Cytoscape

GHC

BLAT

libpng

FastTree

libreadline

ncurses M4

microbiomeutil

Perl

BLAST cdbfasta

biom-format

Python

pyqi

tax2tree

PyCogent

R

Infernal MAFFT

Xmlm

OCaml

findlib

bzip2 Autoconf

ifort

imkl

icc impi

Mothur

gzip zlib

PyNAST

UCLUST

RDP-Classifier

ea-utils

GSL

BWA

USEARCH

SQLite

Tcl

CamlZIP batteries csv

AmpliconNoise

freetype

RAxML

gdata matplotlib

pplacer

GSL-OCaml SQLite3-OCamlMCL

qcli Emperor

QIIME

MUSCLE ParsInsert

SeqPrep

CD-HITrtax

dependency graph for (old version) of QIIME (http://qiime.org)

this is the part we actually care about most of the rest is a necessary evil...
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Container Solution

• machine agnostic code 
➡ A (small) OS
➡ Your code (executable)
➡ All the dependencies (libraries)

• That can run “everywhere”

4
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What for?

➡ reproducibility on any (unix) machine

✦ Nice to send to a collaborator !

➡ deployment (cloud/laptop/hpc/…)

✦ Nice to distribute the workload

➡ With a paper
✦ Nice for being able to reproduce results

✦ Nice for other scientists
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VM versus container

• virtualize the kernel
➡ Hardware virtualisation
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VM container

• Reuse the kernel
➡ Software virtualisation

➡ Flexible
➡ slow/resource hungry

➡ Not multi os 
➡ fast/light

➡ OK for single app
➡ Good for HPC
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Containers History
• Are an old idea

➡ Chroot (1979), FreeBSD jails (2000), Solaris containers 
(2004), LXC (2008)

• Docker (2013)
➡ For/with cloud computing

• Buzz for HPC containers starts ~ 2015
➡ Docker tries to convince HPC structure and failed

• Singularity (2016) 
➡ HPC focus
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Containers for HPC: buzzword bingo!
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• simplicity 

• "mobility of compute" 

• "extreme mobility" 

• Bring Your Own Environment 
(BYOE) 

• "native" performance 

• reproducibility 

• easy integration with 
system resources & services 

• security

(screenshot from Singularity website @ https://www.sylabs.io/singularity)



Singularity 2020

Performance

• They claim “native” performance
➡ understand “small” overheard (couple of percent)
➡ No cpu optimisation
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Containers for HPC: buzzword bingo!

!14

• simplicity 

• "mobility of compute" 

• "extreme mobility" 

• Bring Your Own Environment 
(BYOE) 

• "native" performance 

• reproducibility 

• easy integration with 
system resources & services 

• security

(screenshot from Singularity website @ https://www.sylabs.io/singularity)
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Performance is traded off for "mobility of compute"
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'simple' benchmark (16k) for FFTW 3.3.8 (compiled with GCC 7.3)

run on Intel Sandy Bridge (AVX)

run on Intel Haswell (AVX2)

2x speedup by running on newer hardware

another 60% speedup by  
                recompiling for system!

(FFTW 3.3.8 installed in Singularity container)

only works in 
one direction...

Plot taken from Kenneth Hoste
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Hardware Optimisation
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CPU GPU MPI

Need generic compilation Special handling to handle GPU
Specific library at run time

No special handling 
But actually needed

No portability here!

https://sylabs.io/guides/3.6/user-guide/mpi.html?highlight=mpi
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Install Singularity

• On linux:
➡ https://sylabs.io/guides/3.0/user-guide/

• On Mac:
➡ https://sylabs.io/singularity-desktop-macos/ [BETA]

✦ Maybe drop soon

• On Windows or Mac (VM):
➡ https://sylabs.io/guides/3.6/admin-guide/

installation.html#installation-on-windows-or-mac

• On cluster
➡ Use remote build

10

https://sylabs.io/singularity-desktop-macos/
https://sylabs.io/singularity-desktop-macos/
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Workflow

• Build 

• Test

• Share

• Run

11
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Building an image
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• Singularity Integrity 
File  
➡ Read-only (signed)
➡ default

• Sandbox --sandbox
➡ Full directory
➡ Writable
➡ Can break 

reproducibility

Build

Root privileges is always required

SIF

SandBox
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Remote build
• https://cloud.sylabs.io/home

➡ Allow remote build (No need to be root on your 
machine)

➡ You can do everything from the CECI clusters
✦ No file transfer

13

Online

From laptop/cluster

https://cloud.sylabs.io/home
https://cloud.sylabs.io/home
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Remote build : Setup

• https://cloud.sylabs.io/home
➡ Create an account

14

1.
2.

https://cloud.sylabs.io/home
https://cloud.sylabs.io/home
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Remote build : Setup

• https://cloud.sylabs.io/home
➡ Create an account

15

https://cloud.sylabs.io/home
https://cloud.sylabs.io/home
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Remote build : Setup

• https://cloud.sylabs.io/home
➡ Create an account
➡ Run on the cluster/your machine:

✦ singularity remote login
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➡ export SINGULARITY_REMOTE=True

https://cloud.sylabs.io/home
https://cloud.sylabs.io/home
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Testing and Modifying image (sandbox)

• You can check that it has is own os:

• If running without sudo
➡ Can not become root in the image

• Running shell breaks reproducibility

17
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• Test:

• Allow to create an image step by step and keep a 
script with all modification
➡ What if we want something more powerful

18

Testing and Modifying image (II)
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Recipe file

19

Based on

What to do

How to install
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Recipe file

20

How to start (previous container/…)

Command run on the host

Files copy into the container

Define environment variables

Installation of software within the container

Command run via “singularity run”

Information about the container

Help about the container

Also %test %startscript  + support for app
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Recover recipe file

21
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Run with image

• As said before filesystem is the one of the host

22

• Shell/piping works as normal
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Run with image

• Image are executable! (not --sandbox)
➡ ./lolcow.simg
➡ Run the “%runscript” part of the definition file!

✦ Behave as an app

• Think of putting help/…

23
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More on filesystem

• Special directory automatically mounted:
➡ $HOME, /tmp, /proc, /sys, /dev

• You can create different mount point
➡ Allow you to specify the path to data/output (specific 

to system)

24

➡ File is now written in /vagrant of the VM 

• Also possible via environment variable:
➡ export SINGULARITY_BINDPATH=/vagrant:/mnt
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Share
• You can store/distribute your singularity image via the singularity cloud

➡ You can also provide your definition file directly online (easier)

• You need to sign your local container first: Singularity sign container.sif

25



Singularity 2020

Share
• You can store/distribute your singularity image via the singularity cloud

➡ You can also provide your definition file directly online (easier)

• You need to sign your local container first: Singularity sign container.sif

• Then you can push it to the cloud: Singularity push container.sif LOCATION
➡ LOCATION should be library://LOGIN/COLLECTIONS/FILES
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• You can now download/run it:

• Singularity pull library://omatt/test/hello.sif

• Singularity run library://omatt/test/hello.sif

library://omatt/test/hello.sif
library://omatt/test/hello.sif
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CÉCI clusters

• Singularity is available on 

➡ Lemaitre3
➡ dragon2
➡ Hercules2

• We offer support for MPI

27



Singularity 2020

MPI

• MPI support requires
➡ That you install the same slurm version as the one on 

our cluster
➡ That you have the same version of mpi on the machine

28

• So you need matching pieces

✓ We provide a starting container 

➡ Correct version of slurm

➡ For each openmpi version

• You can use such container as 
base for your work

https://support.ceci-hpc.be/doc/_contents/UsingSoftwareAndLibraries/Singularity/index.html

https://sylabs.io/guides/3.6/user-guide/mpi.html?highlight=mpi

https://support.ceci-hpc.be/doc/_contents/UsingSoftwareAndLibraries/Singularity/index.html
https://support.ceci-hpc.be/doc/_contents/UsingSoftwareAndLibraries/Singularity/index.html
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MPI on lemaitre3

• Copy your source code 

• Create your container (based on the one 
From is the image created for the CECI

• Copy your container on lm3 and run it

Note the binding path.

https://support.ceci-hpc.be/doc/_contents/UsingSoftwareAndLibraries/Singularity/index.html
https://support.ceci-hpc.be/doc/_contents/UsingSoftwareAndLibraries/Singularity/index.html
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GPU

• Let’s take a image with require some gpu

• To link to the GPU, you need to add —nv

30
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Hands-on Session

• Follow the tutorial at the following page:
➡ https://github.com/oliviermattelaer/Singularity-Tutorial

31

https://github.com/oliviermattelaer/Singularity-Tutorial
https://github.com/oliviermattelaer/Singularity-Tutorial
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Conclusion

• Singularity
➡ Nice way to share code with colleague 
➡ Portability and reproducibility

• Few command to learn 
➡ But not that complicated!

• Need to be root on machine
➡ Ok that’s annoying…
➡ Remote building exists for recipe files

32


